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Robots will play an important role in providing physical assistance and even

companionship for the elderly

Bill Gates
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Abstract

A future in which the contact with robots is something natural in our daily

life is closer. But before achieve this, we must make many researches to make

progress such as getting the robots to obtain a sufficient degree of autonomy to

be able to handle themselves in different tasks, for example leading a therapy. In

this project has been developed a system that allows the realization of a therapy

session by playing the Simon Says game. It is especially focused on elderly people,

since it is a population group that is growing. It has also created a database with

3D data of 20 subjects performing a series of exercises, as well as the features

extracted from the data. Experimental results show that is possible to recognize

between different types of exercises that makes the patient, which is crucial for

the development of the game.

Resumen

Cada vez vemos más cercano un futuro en que el contacto con los robots

sea algo natural en nuestro día a día. Pero antes de conseguir llegar a esto, hay

que realizar muchas investigaciones para conseguir avances, como por ejemplo

conseguir que los robots obtengan el grado suficiente de autonomía como para

poder hacerse cargo por sí solos de distintas tareas, como por ejemplo la de

liderar una terapia. En este proyecto se ha desarrollado un sistema que permite

realizar una sesión de terapia ocupacional jugando al juego de Simon Dice. Está

especialmente enfocado para las personas mayores, ya que es un grupo poblacional

que va en aumento. También se ha creado una Base de Datos con los datos en 3D

de 20 personas realizando una serie de ejercicios, así como de las características

extraídas de esos datos. Los resultados experimentales muestran que se ha logrado

reconocer entre los distintos tipos de ejercicios que realiza el paciente, lo que es

crucial para el desarrollo del juego.

Key Words

Social robotics, elderly people, gesture-based applications, technology for the

elderly, robots in therapy, robot autonomy, decision methods, Decision Tree, K

Nearest Neighbours, Supported Vector Machine.
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Chapter 1

Introduction

The robotics field is becoming increasingly important in our lives, raising the

number of applications that we can use in our daily life or in special occasions.

Robotics can be related to various fields such as medicine, education or social

robotics. The first oh them, the field of medicine, is where our work is framed.

This project focuses specifically on performing an occupational therapy ses-

sion with a robot, especially designed for elderly people. In it, the robot will

play the game of Simon Says with the patient, who will have to repeat the se-

quence of movements that the robot prompts. This will help to work both the

physical condition of the patient and his memory by remembering the sequence

of exercises.

To make easier the training process of the system, a video database has

been created. That database is composed by 20 subjects (9 women and 11 men)

aged from 20 to 50, recoded using the Microsoft Kinect RGB-D sensor, which

allows to work in 3D because is able to record the length value (x) and the high

value (y) an its depth information (z), and therefore it gives three points (x, y, z).

Every database video contains a subject doing the different exercises.

The significant role played by the Fundación CénitS-Computaex grant which

I have been awarded is noteworthy in the development of this project. Thanks to

the grant, this collaborative project between the Fundación CénitS-Computaex

and the Universidad de Extremadura has emerged.
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To meet the targets set in the project, which are detailed in Chapter 3, a

series of tasks have been completed. The Gantt chart in Figure 1.1 exposes the

time spent on each of the tasks performed up to the end of the project.

Figure 1.1: Gantt chart of tasks performed

As can be seen, the tasks in which more time has been spent was the

development of code of the component, the creation of its interface and the writing

of the project report. These tasks have been developed continuously throughout

the project.

The task of playing the recorded videos using the Kinect has been extended

a little more time than previously estimated, due to a few problems that arose.

The other tasks has been performed in the timing that had been estimated for

them.

This document is structured as follows: Chapter 2 presents the state of the

art in therapy technologies for seniors. In Chapter 3 the hypothesis and principal

and secondary targets of the project are shown. The RoboComp Software used

to develop the component is described in Chapter 4. Chapter 5 talks about the

created component with more detail. Chapter 6 details the results that have been

obtained after carrying out the necessary tests on the component created. And

finally, Chapter 7 explains the conclusions reached and the future work that could

be made to continue the development of the component.

18
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Chapter 2

State of the Art

There is an increasing level of elderly population in the current society, and this

population will continue to grow in the future [1]. It is due to the improvement

of the health service and therefore to a decrease of the mortality rate. Nowadays

people live longer, and with a better quality of life.

“Elderly people” means those individuals who are aged 60 years or older.

Additionally, in them different characteristics are manifested in the physical, so-

cial, and psychological that characterize them as such.

Increases in life expectancy involves increases in health demand of the el-

derly population. This part of the population has a high degree of sedentarism.

An inactive lifestyle, as prevalent in Europe, is associated with a higher risk of

certain illnesses or with worsening of them once present, mainly in the older

population.

The ageing [2] is a continuous, universal and irreversible process which in-

volves a series of changes related to a progressive loss of functional abilities. The

deterioration associated with ageing also depends on other factors besides age,

such as environmental, social and familial, but especially on the degree of stimu-

lation received from these areas.

Physical activity [3] can be defined as all body movement produced by

skeletal muscles with a waste of energy. Meanwhile, physical exercise is an activity

performed in a planned, orderly, repeated and deliberate way. On the other hand,

sedentism is known as non-practise of physical activity or practice it with a lower

frequency of 3 times a week and/or less than 20 minutes each time.
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One factor to retard ageing is continued physical activity. It has been

proven that older adults who have done any regular physical activity in which all

movements and activities of daily life are included, achieve better physical, mental

and emotional conditions, making them healthier and with a better quality of life

in relation to sedentary people. Individuals who exercise have a 50% less chance

of die from premature death than those who are sedentary.

Physical abilities determine the physical condition of the person and can

be improved with training. Often the physical capacity of an older adult is

underestimated without be evaluated objectively. On the contrary, there is no

age at which people stop responding to the stimulus of exercise. Older adults

show percentage increases in their fitness levels similar to youth aged 20 to 30.

Between 60 and 80 years up to 50% of aerobic capacity can be lost. The

anaerobic capacity has its peak between 20 and 25 years, decreasing human ca-

pacity to perform maximum efforts by 1% per year. Therefore, the people over

55 years old should not do physical exercises that require reaching the anaerobic

phase, such as speed and strength exercises, but they should do those exercises

that require dexterity, coordination and resistance.

Regular physical exercise adapted for seniors is associated with a lower

risk of mortality and morbidity. The physical exercise has beneficial effects in

most, if not all, of the senior physiological functions. This can be translated as

better health and greater resistance to disease. In addition, psychosocial benefits

of exercise fight isolation, depression and anxiety and promote self-esteem and

social cohesion. Thus, physical exercise can be defined as an essential component

for a healthy lifestyle.

The non-pharmacological measure most effective for most age-related dis-

eases is exercise. Some of the benefits deriving from it are the following [4]:

• It reduces the incidence of all cardiovascular diseases in general

• It helps maintain a more adequate nutritional and metabolic balance and

reduce type II diabetes

• It reduces the loss of bone mineral density and prevents the risk of fractures

• It promotes muscle strengthening

22



Análisis de imágenes de profundidad en terapias de rehabilitación supervisadas
por robots autónomos

• The risk of falls is reduced, especially through the muscle strengthening and

improving balance, coordination and agility

• The senior immune system is strengthened

• It reduces the incidents of certain types of cancer

• It reduces musculoskeletal pain associated with ageing

• It increases and retains cognitive function

• It protects against the risk of developing dementia or Alzheimer

• It produces an increase in physical function and consequently improvements

independence and self-esteem

• It decreases the prevalence of depression, anxiety and other mental illnesses

• It promotes social cohesion and integration of older people

However, despite that physical exercise is today the main protective factor

for age-related diseases, the levels of physical activity in older people are lower

than in other population groups.

Besides the physical condition of the patient, improving the cognitive func-

tions [5] is also an important task. These are all mental activities that the human

realizes to interact with the surrounding environment. Throughout the life cy-

cle, cognitive functions undergo a series of changes. Older adults suffer from a

cognitive ageing that requires stimulation of the cognitive functions to prevent

deterioration of these functions.

Certainly, cognitive impairment, which is any alteration of higher mental

abilities (memory, judgement, abstract reasoning, concentration, attention and

praxis), is a very important issue which implicitly involves a number of limitations

in reference to the autonomy and quality of life of older people affected.

Older people have a high risk of losing their cognitive abilities, and this

risk increases when the environmental conditions are uninspiring. Hence the

importance of taking cognitive psychostimulation as a process of improving the
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quality of life of people. The higher cognitive stimulation the person will have

greater autonomy.

Cognitive stimulation address additional important factors within the hu-

man being, such as affective, the behavioral, social, and biological, seeking to

intervene in the whole elderly person.

The optimum ageing, one to which every senior should aim, can be defined

as one that occurs in the best possible condition, physically, psychologically and

socially. It includes a low possibility of illnesses. This optimum ageing can be

reached by the older people who improve their physical and psychological health,

promoting their autonomy through physical exercise or training of cognitive abil-

ities, improving their self-esteem, maintaining healthy lifestyles. This helps them

to avoid, where possible, dependence and isolation with the environment in which

they live.

The intervention of elderly population from the health field should be done

not only to pharmacological or medical level, but at multidisciplinary level, since

the exclusive attention of one area would be limited and ineffective.

The problem of population growth of older adults with a high degree of

sedentarism leads to health problems generating high costs for social health sys-

tems. Therefore, increasing regular exercise in older people as well as realizing

exercises that develop their cognitive skills would help to solve this problem.

Investing in quality therapies to maintain and/or promote their functional inde-

pendence, could result in considerable savings for health, public and private.

Any actions aimed at preserving health in the elderly should be directed to

the maintenance of personal autonomy, aspect which would provide greater satis-

faction in the older people. It would be possible to change the idea of health care

for the elderly from consumption of medicines to a series of more active therapies

that enhance their cognitive abilities and fitness, improving the situation in all

spheres of the person and trying to achieve more independence.

As mentioned, elderly population has been growing for the last time, but at

the same time as this population increases, the technology is becoming more and
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more important in our daily life. This is not a problem for the young population,

but it does for the elderly population. This is due to a decline in motor abili-

ties with increasing age. Most of elderly people are afraid of new technologies,

but they need to access these technologies in their everyday activities. Conse-

quently these have to be designed according to the abilities of the elderly, with

the intention of making easier and more intuitive for the elderly to interact with

them.

In the past, much attention has focused on making the interaction with the

technology easier for the elderly by using a mouse or a keyboard, but we now

know that gesture-based applications are more appropriate for them, because are

more intuitive and easy handling. In the gesture-based applications, users use

body gestures, like the movements of the hands, to interact with the computer.

Humans do not need to learn how to use gestures, because they learn it from

childhood, but the task of learning how to use a mechanical device, such as the

mouse or the keyboard, can be very frustrating for the elderly because they do not

have the necessary skills. For example, they usually do not have enough hand eye

coordination to move the mouse pointer [6], or they do not have enough dexterity

in fingers to write on the keyboard. By using the gesture-based applications, they

do not need to learn how to use an external device, which helps them to interact

with the technology.

The first gesture-based applications used to use some wearable devices to

capture the movements, like gloves with sensors to track hand and finger move-

ments [7], or suits with sensors to identify full body movements [8]. In Figure 2.1

[10] we can see an example of a glove that track movements, that can be use to

use the technologies [9].

25



Análisis de imágenes de profundidad en terapias de rehabilitación supervisadas
por robots autónomos

Figure 2.1: CyberGlove

Also there is some devices which you do not need to put on that use an

accelerometer to track the movements, and are more natural to use than typical

remote controls, like the Wii Remote [11] by Nintendo [12] or the Play Move [13]

by Sony [14]. In Figure 2.3 [15] we can see both, Wii Remote on the left and Play

Move on the right.

Figure 2.2: Wii Remote Vs Play Move

But one of the objectives that this kind of applications pursue is to be as

natural as possible, and to achieve that they need to go away from using external

devices. For that, it is increasingly common devices with no sensors on the body
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or controller in the hands, like Kinect [16] by Mirosoft [17], EyeToy [18] by Sony

or Xtion Pro Live [19] by Asus [20].

Figure 2.3: Kinect Vs Eye-Toy Vs Xtion Pro Live

So can be seen that there are many resources that enable the implementation

of gesture-based applications. This gesture-based applications can be applied to

robotics, because the human-robot interaction should be realized the most natural

way possible, and the use of gesture-based applications and the patient’s voice

may help to get a great naturalness in the interaction. This applications must

make feel users comfortable using a more friendly interface, which makes the deal

with the robot easier for the elderly people.

The robotics is being developed in many areas, like gaming, education or

medicine. A topic being developed in recent times is the robotic therapy. Robotics

can provide many benefits realizing session with a patient, especially if these

sessions are routine, since the novelty of a robot will give a motivating point to

the patient.

Applying this to the robot, the result is a robot that can perform various

therapies in a natural way for the patient, replacing or accompanying the occu-

pational therapist.

Undoubtedly the most similar project to ours is jointly developed by the

Universidad Carlos III de Madrid, the Universidad de Extremadura, the Univer-

sidad de Málaga and the Hospital Virgen del Rocío from Seville. It is a robot

called NAO [21] [22], designed to perform a rehabilitation movement therapy in-

teractively with children. Its aim is that the child perceives the therapy as a

game with the robot, which looks like a toy. In this way the little patients are
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encouraged to perform the exercises of the therapy.

NAO makes the exercises that kid should imitate, and he is able to perceive

the patient’s reactions and interact with him. It corrects the exercises when

they are not properly developed, giving the necessary guidelines to improve the

performance of the same. In Figure 2.4 [23] can be seen an example of this robot

performing a therapy with a child.

In a few years, this robotic therapist may be a reality in the Spanish

medicine and could even invigorate the process of rehabilitation of children with

diseases such as cerebral palsy.

Figure 2.4: Nao Robot

Fields of application of robotics in medicine are extensive and complex.

There are some more robotics applications that have already been developed.

Down below we show some examples.

• The Armeo Spring [24]: The Armeo Spring is a device intended for

patients with multiple sclerosis. It aids for the rehabilitation of upper ex-

tremities. It consists of an anti-gravity support that can be adjusted to

the arm and the forearm, as can be seen in Figure 2.5 [25]. They help the

gradual reorganization of the brain, which later allows restoration of mo-

tion and functionality. The motivation and self-initiated exercises include

proximal and spaced components such as grasping and releasing, or flexion

and extension of the wrist.
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Figure 2.5: Armeo Spring Robot

• ReoGo [26]: This robotic device helps patients recovering from cerebrovas-

cular accidents to regain the upper motor functions. It consists of two con-

nected platforms: a seat with an armrest ring and and a monitor that sends

signals that direct the arm by a sequence of movements that fit the level

of normal mobility of the arm joints (shoulder and elbow). It can be pro-

grammed in 5 different levels, depending on the patient’s disability. The

highest fully assists their movements automatically, while the lowest is fully

guided by him. While the patient is recovering, the device allows greater

autonomy in their movements.

Figure 2.6: ReoGo Robot
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• Manus robot del MIT [27]: It is designed to help recovering from cere-

brovascular accidents, same as above. The patient hold a robotic control

lever that the patient guides with the arm, as Figure 2.7 [28] shows. The

patient tries to do specific movements with his wrist or his hand, thereby

helping the brain to make new connections that over time will help him

relearn to move the limb for itself. If the person starts moving in the wrong

direction or does not move, the robotic arm gently nudges his arm in the

right direction.

Figure 2.7: Manus del MIT Robot
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Chapter 3

Hypothesis and targets

This chapter describes the main goals that have been set in this project, and the

hypothesis that have supposed to begin the research.

This project is intended to offer seniors an alternative to conventional ther-

apy sessions, for they to be able to realize exercises that allow them to improve

their skills in a more enjoyable way. It also seeks to provide a resource to occupa-

tional therapists that allows them to capture the attention of their patients with

a more motivating therapy.

Therefore, it was decided to make a exercises recognition system that enable

older people to make therapy with a robot playing the Simon Says game, but

repeating a sequence of exercises rather than a sequence of buttons.

There are already some similar projects looking to make robots rehabilita-

tion therapies, which shows the future of therapies with the patients. However,

this project goes beyond that combining the exercises recognition and work pa-

tient memory by implementing a playful game.

From the hypothesis (Hypothesis 1) that a therapy that combines the phys-

ical development of the patient and the development of memory will be more

enriching, the system has begun to develop.

The main objective of this project is the study and the development of a

system that allows to play Simon Says game with the patient, by repeating a

series of exercises (Objective 1). To be able to achieve this purpose, other sub-

objectives has been achieved during the work development, mentioned below:
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• To implement a system which recognizes the exercises performed by the

patient (Objetive 1.1).

• To develop an environment that enables to interact with the patient, asking

to perform exercises and correcting him when they are not done correctly

(Objective 1.2).

• To provide the system with a graphical interface that allows to work with

the component properly, until it can be implemented in a robot (Objective

1.3).

• The creation of an useful database obtained by 3D information that stores

videos from different patients performing various exercises, that can be

shared and therefore used by different systems (Objective 1.4).

• The knowledge about the framework RoboComp, in which the component

is developed (Objective 1.5).

• To learn about the benefits for the elderly people of performing a therapy

(Objective 1.6).

• To improve the understanding and the programming ability in the language

C++ (Objective 1.7).
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Chapter 4

RoboComp

This chapter talks about the software RoboComp [29] [30] developed by Robo-

lab. This software is used by many researches, and is applied in this project, to

develop the component.

RoboComp is an open-source component-oriented robotics framework, com-

posed by a wide variety of different components. Many components are imple-

mented on different ways and uploaded to this framework, in such a way that

developers can take advantage of code developed by others. The components of

this framework can communicate with other components through public inter-

faces. By providing a component some inputs, it will be able to return some

outputs. In this way, you can include other’s component in your own programme

easily, without needing waste your time in something that is already done.

Figure 4.1: RoboComp logo
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RoboComp also include the necessary tools to use the components, like the

RoboComp DSLEditor, that allows you to create a new component, or like Qt4,

with which the interface of a component can be built. Other tools that are used

in RoboComp are CMake, IPP, OpenSceneGraph and OpenGL. These tools make

programming an easier and faster task.

Communications between components are managed by the Ice framework.

At first, Ice was developed by a private company, but now it is an open source

and licensed by GPL. This free nature is an important reason for Ice to be chosen.

Furthermore, there are other reasons to choose Ice: its efficient communication,

its multiple language support (e.g. C++, Java, Python), its multiple platform

support (e.g. Linux, Windows, Mac OS X), its good performance with a low over-

head, its IDL-based interfaces and its different optional communication methods

(e.g. RMI, AMI, AMD). Ice supports two types of communication, remote call

(RPC type) or by subscription (through a service that makes messaging server).

C++ and Phyton are the programming languages mainly used, but thanks

to the Ice framework, components written in many other languages can be easily

used.

RoboComp is a quiet simple framework. The simplicity of the software is

very important, because scalability increases as simplicity increases, and devel-

opers are interested in a scalable system.

RoboComp also provides an abstraction layer to robot hardware due to it

is based in components technology. That makes it easier to use and to improve

the efficiency.

As RoboComp allows developers to reuse components that have been de-

veloped by others, the reusability of the software can be highlighted.

For these reasons, it can be assumed that The main advantages of using

RoboComp are its efficiency, simplicity and reusability.

Similar projects have been developed, for example Orca [31] [32], ROS [33]

[34] or YARP [35], but compare with them RoboComp is more efficiency and

easier to use.

The Appendix A describes the installation process of the software Robo-

Comp.
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4.1 Component Oriented Programming (C.O.P.)

It is very common in the field of robotics that researches implement their algo-

rithms for a specific robot. That makes quite difficult reuse the created code

for other project when is needed, and it is more practical to start creating a

new algorithm from zero (due to dependencies and side effects resulting from its

stiffness).

The Object Oriented Programming (O.O.P.) [36] implied a major progress

on structure programming. It is based on the concept of ‘objects’, which are data

structures that contain data and code. The programs generated in Object Ori-

ented Programming, are designed by making them out of objects that interact

with one another. It combines several related classes under a single interface.

However, when the number of classes and their interdependencies increases, the

complexity of the system increases too, and the overall system becomes too dif-

ficult to understand.

The purpose of the Component Oriented Programming is to solve these

problems. It provides a greater degree of encapsulation. To further understand,

the Component Oriented Programming is like dividing the software design in

smaller parts, which are provided by the same interface. This help us to un-

derstand the system with less detailed because you do not need to know how a

component is implemented to be able to use it. The interfaces hide the compo-

nents, so it does not mind if the component is complex or simple, because all you

can see is the interface offered. We can understand it better if we see Figure 4.2,

in which we can see a representation of components with their interfaces.

Figure 4.2: Representation of components with their interfaces

New components can be easily integrated with existing ones, because a

component offer one or more outputs to the component which orders it. So if
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a researcher want to create an application, he/she can create a new component

that communicates with the components that have already been developed by

others. In Figure 4.3 we can see an example of the relationship between some

components. In such a way, it will not be necessary for the researcher to create

the code from zero, and it is possible to take benefit of the existing work.

Figure 4.3: Components communication

To connect with a component is necessary to know the information needed

to make the connection, called the ‘endpoint’. For example: the host name or

address to which you connect, the protocol, the port and the interface name.

Henceforth, using component oriented programming provide developers more

reusability of their code, because you can use the same components in different

programmes. This reduces developers effort, because they do not need to do

the same many times, and therefore the time they have to spend to create a

programme, and the cost would be lower to. Bugs will be easier to isolate and

find, getting eliminate the need to consider hundreds of classes to understand the

developed software.
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4.2 Therapy: my component in RoboComp

The component created and developed in this project is called therapyComp.

This component does not collect data directly from the kinect, but requires

as input a file wherein the recording made with the kinect is saved. This makes

that program development is not conducted in real time, but it is divided into

two phases: the recording images and the exercise recognition.

To record these images two other components are used, as it can be seen in

Figure 4.4.

Figure 4.4: Data collection scheme with Kinect sensor

The first of this is called WinKinectCom and it runs on Windows, where

the kinect is connected. This component is responsible for reading data from the

kinect, and passing the data to the second component, called recordnucComp,

run on Ubuntu. This second component stores in a text file the positions (length,

high and depth) of the different joints of the patient, on the basis of the data

collected by the kinect by the WinKinectComp in consecutive time instants.

An example of a stored data file can be seen in Figure 4.5, which shows

the way the data is stored, being the first vale saved the time instant, the second

value is an user identifier, and the following values are the joint identifier and its

position (x, y, z). These values are separated from each other by a #.
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Figure 4.5: Example of a data file saved

Once the videos have been recorded and saved in data files, they can be

processed by the component therapyComp. For that, it is necessary to specify in

the code the path and file name that will be read.

Figure 4.6: Part of the code to change the file path

The therapyComp visually represents by its interface a model of person

moving following the movements that is reading from the file, as can be seen in

Figure 4.7. For get this model of person, it communicates with the innerModel-

Manager component.
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Figure 4.7: Model of a person

In addition, to displaying on screen the data read from the file, the therapy-

Comp process these data and introduce them in one of the classification methods

described in section 5.11. Those decision models are all defined by the OpenCv

[37] library, that is a free computer vision library originally developed by Intel.

The output obtained after processing these data is the exercise with a higher

probability of being executed by the patient.
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Chapter 5

The component and the therapy

This chapter describes with a high detail level the component developed. It is

composed by the explication of the game of Simon says, the description of the

exercises that have been realised in the therapy.

5.1 Simon Says

The Simon Says [38] is a traditional game special for children, in which the players

should do what Simon, that is one of the participants, says.

In the decade of the XX, other version of the play Simon Says emerged.

This new version is played with an electronic device with four buttons of different

colours (yellow, blue, green and red) which marks a colours and sounds sequence,

that the players should remember and reproduce by pushing the different buttons

of the device. That electronic device can be seen in Figure 5.1.

Figure 5.1: Simon Says Game
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In other words, if at the beginning Simon lights up a button, for example the

yellow button, the player should push the lighted button, in that case the yellow

button. In the next game turn, Simon will start lighting the button lighted in

the previous turn, the yellow button, and after that it will light other button, for

example the green button, henceforth the player should repeat that yellow and

green sequence. As the turns played increases, the difficulty levels increases too,

due to the increases the number of the buttons that came into the sequence, and

that the player should remember and reproduce.

Therefore, this game develops the player’s memory, because of the player

needs to remember the sequence that Simon is marking.

In our version of the Simon Says game, instead of a sequence of pushing

buttons, the patient has to reproduce a sequence of the different exercises. Hence-

forth our version of the game helps to develop as the patient’s psychomotricity

as the memory of the same one.

5.2 RGB-D sensor

The sensor used to get video data has been the kinect sensor for Windows [39].

The Kinect sensor, developed by Microsoft, is a motion sensing input device.

It allows to interact with the video game console or the computer with a natural

interface using gestures and spoken commands, and for that, without the necessity

of use controller devices. That makes the use of applications more interesting for

the user.

Kinect, also known as ‘Project Natal’, was first launched on November 10,

2010 on Europe. In the beginning it was designed for Xbox 360, but researches

became interested on this device, seeing the advantages it can offers to the new

technologies world, and they started to use Kinect to create new applications

on different fields, like entertainment, healthcare or education. To provide the

opportunity to work with this sensor creating different applications, Microsoft

decided to launch a version of Kinect for Windows and a non-commercial Kinect

SDK (Software development Kit) on February 1, 2012. On July 15, 2014, released

a new version of Kinect, called Kinect 2.0, designed for the new video console
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Xbox One, and its equivalent for Windows.

The Kinect Sensor for Windows combines hardware, software and a com-

mercial license, and it allows applications running Windows to extract RGB-D

information. The Kinect sensor can be seen in Figure 5.2 [40].

Figure 5.2: Kinect sensor for Windows

This device enables to sense the user’s voice and movements. It has depth

sensing technology, what gives this sensor the ability to work with depth informa-

tion, which is very important to process 3D images. It incorporates an infrared

(IR) emitter, a microphone array and a built-in color camera.

The Kinect [41] creates a points pattern invisible for the user generated by

a laser working in the near infrared frequency, which does not generate dangerous

conditions for users. A CMOS sensor detects infrared beam reflections generating

the image from the different intensities of each point (Depth Image). A second

CMOS sensor is used to add color to the acquired data (RGB Image). These

sensors inside the Kinect can be seen in Figure 5.3.

Figure 5.3: Sensors included in the Kinect
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The Kinect for Windows SDK provides the researches drivers, tools, APIs,

device interfaces, and code samples with the purpose to makes easier for the

developers to create Kinect-enabled applications.

The Kinect has its own reference system [42] in which the source of the

reference center is the center of the camera, as can be seen in Figure 5.4. This

must be taken into account when working with it.

Figure 5.4: Reference System of the Kinect

• The X axis is parallel to the longer side of the device.

• The Y axis is vertical, and considers the positive values to those who are

below the device.

• The Z axis is perpendicular to the device.

The spatial resolution (X and Y axis) is of the order of milimeters, while the

resolution of the depth dimension (Z axis) is up to 1 centimeter. The specifications

for the Kinect [43] can be seen in Table 5.1.
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Feature Kinect for Windows

Color image resolution (pixels) 640 x 480

Field of view H x V (degrees) 62 x 48.6

Average (pixels per degree) 10 x 10

Depth image resolution (pixels) 320 x 240

Field of view (degrees) 58.5 x 46.6

Average (pixels per degree) 5 x 5

Dimension (cm) 27.9 x 7.6 x 7.6

Depth operation range (m) 0.8 - 3.5

Skeleton Joints Defined (joints) 20

Full Skeletons Tracked 2

Suported OS Win 7, Win 8

Table 5.1: Kinect specifications

A new class of more natural and intuitive applications is being developed.

With more than a million downloads so far of the original Kinect for Windows

SDK, the use of the Kinect for Windows has been increased, and it is being used

by a lot of researches even more often in different fields. Kinect allows a more

seamless interaction for the people with the computers, using gestures and voice.

5.3 Exercises

The exercises that have been selected for the recognition process have been chosen

by a occupational therapist that has collaborated with our project.

This exercises are especially designed for elderly people because of its low

difficulty level.

The first exercise selected for the therapy is to cross the arms. To the correct

realised of the exercise, it is important that the hands are at the equal level of

the shoulder. This exercised is shown in the Figure 5.5.
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Figure 5.5: Exercise 1

The second exercise selected is about to put the hands in the hips, with

arms akimbo, as we can see in Figure 5.6.

Figure 5.6: Exercise 2

The third therapy exercise is to hold the arms out in front of the body, in

such a way that the hands stand in the shoulders level. The Figure 5.7 shows

that exercise.
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Figure 5.7: Exercise 3

The fourth and last exercise selected is to raise the hands over the head,

with the arms outstretched. This exercised can be seen in the Figure 5.8.

Figure 5.8: Exercise 4

The other recognising state is the ‘non defined exercise’, which includes

when the patient are doing any other movement that are not one of the above

defined.

5.4 Features

The features that have been calculated for the component development are listed

below.
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5.4.1 Quantity of motion (QoM)

The quantity of motion (QoM) is a measure of the amount of detected skeleton

motion.

This feature is useful to know when the patient is moving and discriminate

the data collected at that time, taking only the position data when the patient

is at rest. Therefore, only when the QoM value is below a threshold the data is

taken into account. It is interesting to do this because the exercises performed

in therapy are static exercises, so it is assumed that when the patient is not at

rest it is that it is not doing any exercise from the therapy, but it is transitioning

between two exercises.

It is calculated as the sum of the displacements between one frame and the

next of the six points with a more significant movement (i.e., left and right hands

and elbows, chest and head), divided by the total number of frames that were

taken into account.

Let N being the total number of consecutive frames taken, and xAi being the

3D position of an articulation at an instant of time i. Then, QoMA is defined as:

QoMA
i =

1

N
·

N∑
k=0

xAi − xAi−1 (5.1)

where A ∈ ( left hand, right hand, left elbow, right elbow, chest, head). Finally,

the total QoM is evaluated as the average value of QoMA.

As you can be derived from the formula (5.1), the number of samples that

are taken into account greatly influence the final outcome. For the development of

this component has been chosen a small number of samples, so that the calculated

QoM takes values instantaneously as possible.

5.4.2 Contraction Index (CI)

The contraction index (CI) measures the amount of contraction and expansion

of the body with respect to its centroid. The CI takes values ranging between 0

and 1.

To calculate CI value, we are focused in the relationship of the chest and the

hands position, as can be seen in Figure 5.9. This relationship has been carried
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out by the area of the triangle defined by the X and Y coordinates of these three

points.

Figure 5.9: Triangle to calculate CI

First, the semiperimeter, s of the triangle is calculated:

s =
u+ v + w

2
(5.2)

where u, v and w are the sides of the triangle.

The Contraction Index, using the Heron’s Method, remains as follows:

CI =
√
s · (s− u) · (s− v) · (s− w) (5.3)

The CI value is bigger when the patient’s posture keeps limbs near the

baricenter. Therefore, the expected CI in the various exercises will be:

Exercise CI Value

Exercise 1 High

Exercise 2 Low

Exercise 3 Low

Exercise 4 Medium

Table 5.2: CI values for the different exercises
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5.4.3 Angle Arm (α)

The angle arms α is a feature that will give us information on whether the arms

are stretched or bent.

To calculate this feature, a triangle whose sides are listed below was defined,

as Figure 5.10 [44] shows.

Figure 5.10: Triangle to calculate the Angle Arm

• Side A: length from the shoulder to the elbow

• Side B: length from the elbow to the hand

• Side C: length from the shoulder to the hand

As hands, elbows and shoulders positions are known, these lengths can be

easily calculated and therefore the three sides of the triangle formed are equally

known. Hence, the desired angle can be calculated by the law of cosines, which

reads as follows:

A2 = B2 + C2 − 2BC cot cos(α)

cos(α) =
B2 + C2 − A2

2BC
(5.4)

α = arccos

(
B2 + C2 − A2

2BC

)
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α calculation will be made for both arms.

The values of the angles of the arms for the different exercises will be ap-

proximately as the Table 5.3 shows.

Exercise αRightArm αLeftArm

Exercise 1 180o 180o

Exercise 2 90o 90o

Exercise 3 180o 180o

Exercise 4 180o 180o

Table 5.3: α values for the differents exercises

As can be seen in Table 5.3, the α value discriminates between exercise 2

and other exercises, but actually it provides more information because it helps us

to know when an exercise is not being done properly.

5.4.4 Height of the hands (Y)

This feature shows the height at which the hand is.

As the reference axis is located in the Kinect instead of on the subject there

is the problem that the same altitude data may not be the same, it depends on

the position in which is placed the Kinect to record. To solve this, it has been

assumed that the ground is where the subject’s foot and the axis has been focused

subtracting the value of ground level from the value of the hand height, as can

be seen in Figure 5.11.

Y = Hand.Y − Foot.Y (5.5)

That has been made for other body parts too, to change its reference axis

to the new one, as can be seen in Figure 5.11 [45].
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Figure 5.11: Exes Change

One the axis is centred as desired, the height value of the hand reflects the

real value. But as each person has a different height, their hands will be different

too. Therefore, we normalize these values to the maximum value that could take

the hand height so that all values are between 0 and 1 and comparison is more

simple.

The maximum value that can take the hand is calculated from the value of

arm’s length plus the shoulder’s height, as can be seen in Figure 5.12 [46].
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Figure 5.12: Maximun Height

Thus, the arm’s length is calculated first, as shown in (5.6). For the equation

not be too long, we are going to define H.Y = Hand.Y , E.Y = Elbow.Y and

S.Y = Shoulder.Y .

LengthElbowHand =
√

(E.X2 −H.X2) + (E.Y 2 −H.Y 2) + (E.Z2 −H.Z2)

LengthShoulderElbow =
√

(S.X2 − E.X2) + (S.Y 2 − E.Y 2) + (S.Z2 − E.Z2)

ArmLength = LengthElbowHand + LengthShoulderElbow (5.6)

After that, the maximum height that can be the hand is calculated, as can

be seen in (5.7).

Ymax = ArmLength+ Shoulder.Y (5.7)

Since both the ArmLength value as Shoulder.Y value are constant through-

out the recognition process, Ymax will be constant too.

Finally, the hand height (Y) can be normalized in the manner shown in

(5.8).
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Y =
Hand.Y

Ymax

(5.8)

It is interesting to calculate this, because in Exercise 1 hands must be at

shoulder height, in Exercise 2 and 3 hands should be at the hips height and, in

Exercise 4, the hands must be above the head. This is reflected in Table 5.4.

Exercise YRightHand YLeftHand

Exercise 1 Right Shoulder Height Left Shoulder Height

Exercise 2 Right Hip Height Left Hip Height

Exercise 3 Right Shoulder Height Left Shoulder Height

Exercise 4 Over Head Over Head

Table 5.4: Height values for the differents exercises

5.4.5 Depth of the hands (D)

The depth level of the hands reports whether the hands are in the z plane of the

body or not.

To calculate this feature, the difference between the depth value of hands

and the depth value of the chest has been computed, as is shown in (5.9).

D = |Hand.Z − Chest.Z| (5.9)

This calculation is performed for both hands, the expected values can be

seen in the following table:

Exercise DRightHand DLeftHand

Exercise 1 0 0

Exercise 2 0 0

Exercise 3 Arm length Arm length

Exercise 4 0 0

Table 5.5: Depth values for the different exercises
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As Table 5.5 shows, the expected value for D in Exercise 3 is the length of

the arm. This is because in this exercise the arms are stretched forward, while in

the rest of exercises the arms are in the same plane of the body. As it happened

with α value, this feature provides information on whether the exercise 3 or any

of the other defined exercises are being performed, or none of the above if it does

not match any of the expected values.

5.5 Interface

The Component Interface is presented in this section.

Figure 5.13: Component Interface

As is shown in Figure 5.13, the interface is composed by several parts that

are detailed below:

• Part A: This block shows the different calculated features (QoM, Contrac-

tion Index, the Arms Angle, the Hands Heigth and the Hands Depth) at

each instant of time.

• Part B: It allows to choose the level of play in the “Simon Mode”.
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• Part C: This part enables to chose the mode wherein the component is

developed. The “Training Mode” is for training the component, the “De-

tecting Mode” is for detecting the exercises that the patient is performing,

and the “Simon Mode” is for playing the Simon Game with the component.

• Part D: It lets you select the decision method to be used.

• Part E: These buttons allow to train the component. The first four buttons

save the data of a particular exercise in the training file and its correspond-

ing label in the labels file, depending on which button is pushed.

• Part F: These buttons simulate the performance of one of the defined

exercises, so pressing these buttons you can play the Simon Game.

• Part G: This label shows different messages depending on depending on

which mode is selected.

– In the “Training Mode” it shows nothing.

– In the “Detecting Mode” it shows the number of the exercise that is

being realized.

– In the “Simon Mode” it shows the game level, the exercise realized and

the next exercise to realize, and a phrase that indicates whether a level

is passed or if an exercise is correctly made. If an exercise is performed

properly, it displays a message that asks the patient to keep it for a

while.

– In the “Accuracy Mode” it shows a message while the accuracy is being

calculated to tell that the calculation is in process. Once the calcu-

lation has has been finished it shows the resulting accuracy, and a

message indicating that the process has ended.

• Part H: These buttons stores variables and positions data in a Matlab file

to generate graphs.

• Part I: That button successfully stops the program.

• Part J: This screen shows the patient performing the different exercises.
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5.6 DataBase

A database with recorded data for the training and recognition process has been

created. This database consists of data of 20 people between 20 and 50 years

that have been recorded with the Kinect. For each subject the following files

have been stored:

• Text files of videos recorded by the Kinect of the subject performing a

sequence of the defined exercises, lasting 10 seconds per exercise.

• A file text similar to the previous one but with a duration of 20 seconds per

exercise.

• A text file with the features data calculated for each exercise (Exercise1,

Exercise2, Exercise3 and Exercise4).

• A text file with the feature data calculated in the different exercises collected

in the training process, to calculate the accuracy of the methods.

• A file that holds the labels corresponding to the exercises stored in the

above file.

All files that compose the database are in text format (.txt). The database

is structured as the Figure 5.14 shows.

Figure 5.14: Database Organization

This database has been shared and it is available through the download

service of the Universidad de Extremadura, in the link http://descarga.unex.

es//ref.php?ref=emogenac.2f0221c57c7eb0dfcacf4530eae95ddf.
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5.7 Training Mode

The training process is essential, since the decision methods need to learn be-

fore they can make decisions. That is to say, it is necessary to give them some

benchmarks so they have something to compare, and they would be able to make

decisions in the future. If the training process is not realized properly, these

decision methods will not work correctly.

To carry out the training process, 15 different people have been recorded

performing a sequence with the exercises explained in section 5.3, with a duration

of 10 seconds per exercise. 5 of these people recorded were used to make the

training process.

Once these videos have been recorded, they have been processed one on one

with our component for the training process.

When each video was being processing, it is specified by the interface but-

tons above mentioned what type of exercise was being undertaken by the patient

at all times, thereby saving the data for each exercise in text files as follows:

• The text file “Training.txt” saves the characteristics that have chosen to

discriminate between the different exercises, corresponding a line to each

instant of time that button has been hit.

• The text file “ExerciseX.txt” saves the data of a particular exercise in the

same file. This has been done to facilitate data storage in database.

• The text file “Labels.txt” saves a label relative to the exercise performed at

each instant of time, depending on which button we have pressed.

The Figure 5.15 shows an example of training and labels files.
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Figure 5.15: Training and Labels files

It is very important that the lines on both files are in accordance, in other

words, if the line 8 of the first file contains the last saved data corresponding

to Exercise 3, the last data saved in file “Labels.txt” must also be in line 8 and

should also refer to Exercise 3, so the labels file would have stored a 3 in line

number 8.

If this match between lines is lost, data stored would not represent the

actual data of each exercise, thus failing the training of the system.

Once the training data has been stored in the corresponding files, training

button on the interface may be pressed, what it will call the decision method

selected.

This decision method will make its training process, for which it will read

data from both files.

These text files stores information even if the component stop running, so it

is not necessary to take the data from the video exercises each time the program

is executed. However, it is necessary to press the “Train” button whenever the

component is run for decision method to make its training process.
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5.8 Detecting Mode

The recognition process is performed after having carried out the training process.

If the training process is not realized in a proper way, component will ask us to

come back to the “Training mode” to train the component before making any

recognition.

Once training has been performed, we can change to the “Detecting Mode”,

wherein the “Detect” button can be pushed. Pressing this button the component

will call the decision method, and it will start recognizing the exercises the patient

is performing in the video is running at the moment. The result will be shown at

the screen.

5.9 Simon Game Mode

This Mode allows to play the Simon game with the component, except that

as it has not been able to do the exercises recognition in real time because of

the availability of the Kinect, it has been established a series of buttons on the

interface that simulates having made one of the exercises defined or a not defined

one.

When selecting this mode, the component asks us to perform one exercise

set, then:

• If the exercise performed (the button pressed) is one that has been asked

by the component, it reports that it was the proper exercise and asks the

patient to keep it for a while, and then he passes the level.

• If the exercise realized has not been asked by the component, it notifies

that the exercise is not correct and that the patient have to try it again.

In the Figure 5.16 can be seen an example of the interface when the game

is underway.
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Figure 5.16: Interface in the Simon Mode

As the patient does the exercises the component ask him, he will level up.

At the next level the component asks the patient to perform a new exercise, but

first he will to perform the above exercises in the same order, and finally the new

one.

For example, if the component first asks the patient to realize the Exercise

2 and it is performed successfully, the patient will pass the level. In the next

level the component will ask to realize a new exercise, like the Exercise 4, so the

patient will have to do the Exercise 2 and then the Exercise 4. If in the next level

the component asks to perform the Exercise 1, the patient will have to realize the

Exercise 2, the Exercise 4 and finally the Exercise 1.

In this way, as the patient goes up in level increases the difficulty of the

game. The maximum level can be chosen depending on the patient’s needs.

To ensure the realization of all the exercises equally, they can not be re-

peated in blocks of 4. That is, the first 4 exercises have to be 1, 2, 3 or 4 without

being able to repeat any of these, and likewise the following 4 must be again the

four different exercises without repeating.
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5.10 Accuracy Mode

This mode allows to calculate the accuracy of the different algorithms used, and

the success rate of each exercise for each method.

For this it gets the data from a file, while gets from another file the labels

relative to such data.

The motive for not taking the data directly from the characteristics cal-

culated form the processed data is because it is necessary to know the labels

associated with each input data, to be able to know if the decision model has

predicted the exercise correctly or not.

In this way, it will be taking the data from the file and it will predict

the exercise based on these data. Then, the result of the prediction will be

comparing with result that it should have been given, stored in the labels file.

If the prediction of exercise is successful, it will take into account which exercise

has been successfull. So it is counting how many times each method guess the

answer, for then to be able to calculate the percentage of success.

Once the accuracy of the different methods and and their respective exer-

cises have been calculated it saves them in a file in the folder of each subject

and it displays the accuracy of the three methods on screen. It also displays a

message indicating that the process has ended, as can be seen in Figure 5.17.

Figure 5.17: Interface in the Accuracy Mode
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5.11 Classification Models

The classification models are algorithms that are able to learn after performing

a training process with a known data, and then they are able to make decisions

and classify new data based on what they have learned in training.

This will allow the robot to have more autonomy by deciding if the exercises

have been implemented correctly.

The classification models that have been developed in the project are de-

tailed below.

5.11.1 Decision Tree

A Decision Tree (DT) [47] [48] is a classification algorithm that is among the

most used to solve problems.

It is a structure made up of nodes, limbs and leave, as can be seen in Figure

5.18. The start node or the root node is from the decision process starts. Internal

nodes or child nodes have one or more limbs leading to other internal nodes or to

a leaf node. End nodes or leaf nodes correspond to a decision, and they include

a label with a class which determines the assigned classification. Multiple leaves

may have the same label.

Figure 5.18: Decision Tree Structure
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When there are objects that have more than one class in a node an internal

node and a question to decide between these two classes are generated. When a

node contains objects of a unique class, a leaf node to which is assigned the class

label is formed.

The pattern classification is performed according to a series of questions

about the variables, beginning by a root node and following the path determined

by the answers to the questions in the internal nodes, until a leaf node. Once a

leaf node is reached, the value assigned to this node is used as the output of the

prediction procedure. The series of questions/answers, which ends in each leaf

node, is a decision rule.

Whenever this type of model runs only a path can be followed, depending

on the values that will take the evaluated variable. The values that can take the

variables for these models can be discrete or continuous.

This algorithm takes an inductive learning from observations and logical

constructions. It can be built from the narrative description of a problem as it

shows graphically the decision making process, specifying the variables that are

evaluated, the actions that must be taken and the order to be carried out.

It can be used either for classification or for regression. For classification,

each leaf node is contains a class label, as it has been mentioned before. For

regression, the mean value of a leaf node is predicted. A constant is assigned to

a leaf node, so the approximation function is piecewise constant.

A simple example [49] of this algorithm can be seen in the Figure 5.19.

Figure 5.19: Decision Tree Example
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The objective here is to classify the two types of figures (points and crosses)

in the plane, depending on the values of two variables (X and Y).

Initially there are 20 points and 10 crosses that are not classified. The

algorithm starts from the root node, being the first question about the variable

X.

• If the X value is grater that 3 a leaf node (1) is formed. That node classifies

15 points.

• If the X value is smaller or equal than 3, there are 5 points and 10 crosses,

but the values can not be classified for the moment. Another question about

the variable Y has to be answered, so the actual node becomes an internal

node, which leads to a two leaves nodes.

– If the Y value is smaller or equal than 3, 4 points and 1 cross are

classified in the leaf node (2).

– If the Y value is greater than 3, 9 crosses and 1 point are classified in

the leaf node (3).

It could have done successive partitions until get a pure classification, but

the more precision we want in the classificacion, the bigger is the tree. Naturally,

is very difficult to reach an absolute classification, and in most of cases it is not

reached or the necessary tree to get it is too big (a tree with many leaves nodes

as records in our database can be built to reached a pure classification).

It is very common that in the computational problems to be necessary to

operate datasets with a big amount of instances. However, large dataset needs

long time for processing all the training instances and in addition the available

memory may not be enough for storing the whole training set and the big decision

tree necessary to classy it, especially if a pure classification is required. Therefore,

in some cases when the data set is very big, Decision Tree Algorithm is not

applicable due to its time and memory consuming
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5.11.2 K-Nearest Neighbours

The K-Nearest Neighbours Algorithm (KNN) [50] [51] is one of the simplest

classification algorithms available for supervised learning.

This algorithm consist of compare the data to predict with the K-Nearest

neighbours.

There is no training process in this algorithm, since its training consist of

saving a set of known data, in such a way that to classify a new data, it searches

for the most probable case using the saved data. Henceforth, the main calculation

takes place when is comparing the data to predict with the neighbours saved.

To resolve a consulting, the KNN algorithm calculates the distances between

the data to predict and the K nearest neighbours (it must be already fixed the k

value), whose classes is already known and saved. On the basis of the consulting,

it can be obtained different possibles answers. In that case the most voted answer

will be chosen. The voting of the most adequate value can be with weight to some

data, or without weight and treating all the calculates with the same percentage.

In the event of a tied classes, it is well worth having a heuristics rule to

break it. For example, it may be selecting the nearest neighbour’s class.

In the Figure 5.20 it is shown an example.

Figure 5.20: K-Nearest Neighbours Example
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As it can be seen, if k is 3, it takes into account the nearest values, in that

case the two red triangles and a blue square. On the basis of this, the algorithm

will predict the green circle as a red triangle.

If, k has been 5 instead of 3, the nearest values would be three blue squares

and two triangles, henceforth the green circle would be predicted as a blue square.

In the case of k is 1, the nearest neighbour will be assigned to the new data,

even though it would have been the least probable.

If a too small value is assigned to k, then the KNN algorithm’s result is

very sensitive to near noisy points. But if k value is too big, then the near

neighbours of the unknown point will include lots of point of different faraway

classes. A k value lower than the minimum number of samples per class should

always be set, because if k is greater than the number of samples per class the

system would continuously be force to take samples from other classes, which will

actively participate in the final vote.

We now learn from this that the determination of the k value is a very

important question. K value must be small enough compared to the total number

of points, but big enough to decrease the probability of a wrong classification.

If KNN algorithm is used with categorical data, the answer returned is the

class whom should the unknown point belong to. On the other hand, if KNN

algorithm is used with regression, the answer returned is the average of the nearest

neighbours.

This system has many advantages as its simplicity, that has zero cost learn-

ing, the ability to modify and create new classes by adding new samples or the

possibility to extend the mechanism to predict a continuous value (regression).

However, it is not without drawbacks, among which are that there is no

mechanism for predicting the optimum value of K, but this depends on the

dataset. Another is its high computational cost, depending on the number of

classes and the number of samples per class. If we choose correctly the num-

ber of samples per class needed to make a good rating without any redundancy,

this problem would be solved. This disadvantage can make this system not is a

suitable method for large databases with many classes to classify.
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5.11.3 Supported Vector Machine

The Support Vector Machine (SVM) [52] [53] [54] [55] is a widely used classifier

that is able to classify two kind of input data by forming a decision boundary

that separates the different kinds of data on the basis of the information given

by the support vectors.

It divides the space of feature vectors by a hyperplane, that is, during the

training process is responsible for determining appropriate parameters to separate

the data into two subspaces, so that, by entering a query is calculated to which

side of the hyperplane corresponds be allocated, and therefore its class is one that

is associated with that area.

This results in a binary classifier (it only supports two types of classes).

However, to extend the SVM algorithm to a problem like this project, more than

one SVM model is used, which gives the possibility of realize multiple divisions

of space and filter the correct area for a query.

The solution of the optimal hyperplane can be written as a combination of

a few entry points that are called the support vectors, which are de data points

that are closest to the decision boundary, and therefore they are the most difficult

data to classify. Only the support vectors determine the weights and thus the

boundary.

Figure 5.21: The Support Vectors
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They are directly related to the optimum location of the decision boundary,

consequently if a support vector is moved, the decision boundary is moved as

well. However, moving the other vectors has no effect.

We want a classifier with as big margin as possible. Maximizing the margin

m is a Quadratic Programming (QP) problem that can be solved by introducing

Lagrange multipliers.

In a two dimensions space, a line will be needed to separate the data, in

a three dimensions space a plane will be needed, and more generally for bigger

dimensions, a hyperplane will be needed.

Figure 5.22: Two dimensions space Vs three dimensions space

Down below the linearly separable case, wherein exists a linear decision

boundary that separates the two kinds of data, is explained. The no linearly

separable case, that handles data that is not linearly separable with a non linear

decision boundary, is explained too later on.

• Linearly Separable Case:

Suppose we have a set S of points labelled for training. Every training point

xi ∈ RN belongs to one of the two classes, and they have been given a label

yi ∈ {-1,1} for i=1,...,l.

A lineal function discriminates between the two classes, creating a decision

boundary that separates them.
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Figure 5.23: Example of a linearly separable case

A key concept to define a lineal classifier is the dot product or scalar product

of two vectors.

Initially we assume the examples are vectors, but once we introduce kernels

this assumption will be relaxed, at which point they could be any continu-

ous/discrete object.

The hyperplane divides the space into two by establishing a boundary that

separates the two different kinds of data on each side of the hyperplane.

For that, it is called the decision boundary of the classifier.

In the majority of cases, finding an appropriate hyperplane in an input

space is too restrictive. A solution to that can be to map the input space to

a bigger dimension space and look for the optimal hyperplane in that new

features space.

The SVM first map the input points to a feature space of a larger dimension

(for example, if the input points are in the space R2, then they are mapped

by the SVM to R3). After that, it finds a hyperplane that separate those

points and that makes the margin bigger.

For the linearly separable case of the set S, different possible hyperplane

can be obtained, as can be seen in Figure 5.24. For the hyperplane chosen,

the margin between the projections of the two classes of the training points

is maximized.

74



Análisis de imágenes de profundidad en terapias de rehabilitación supervisadas
por robots autónomos

Figure 5.24: Different possibilities to choose a hyperplane

• No Linearly Separable Case:

If the set S is not linearly separable, a linear decision boundary cannot be

established to separate the different kinds of data. An example can be seen

in Figure 5.25.

Figure 5.25: Example of a no linearly separable case

In many applications a non-linear classifier provides a better accuracy. How-

ever, linear classifiers have the advantage that the often have simple training

algorithms that scale well with the number of examples.

Therefore, it would be interesting to adapt linear classifiers machinery to

generate non-linear classifiers. This can be done from the kernel method.
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As it is mentioned before, the dot product of two vectors is a key concept

to define a lineal classifier. In some cases, the dot product can be replaced

by a kernel function which calculates a dot product in some possibly high

dimensional feature space.

It is possible to gain linearly separation by mapping the data to a higher

dimensional space. It may not be separable by a linear function, but it can

be separated by a quadratic one. The Kernel transforms data by a function

chosen by the user to a feature space in which the data is linearly separable,

and therefore the linear division is performed in the new space.

Figure 5.26: Example of a Kernel function does

A non-linear function φ has to be used to map the data from the input

space X to a features space F (φ : X → F ), in order to make a non-linear

classifier out of a linear one.

The ability of generate non-linear decision boundaries applying methods

designed to linear classifiers is one of the two main advantages of using the

kernel method. The other main advantage is that the use of the kernel

function allows the user to apply the classifier to data that have no fixed-

dimensional vector space representation.

The calculate of the problem is not possible if we do not have any knowledge

about φ. But a SVM property says that it is not necessary to have any

knowledge about φ and only it is necessary a K function called kernel.

That K function calculates the dot product between the two input points

in the features space Z).
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In many applications, the SVM have proved to have more usability than tra-

ditional machines-learning as Neuronal Networks, and they have been introduced

as a potent tool to solve classification problems.

This method has many advantages like its high accuracy, its ability to deal

with high-dimensional data and its flexibility in modeling diverse sources of data.
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Chapter 6

Experimental Results

In this chapter the results that have been obtained after making the necessary

tests will be analyzed.

6.1 Exercises Data

In total 20 people between 20 and 50 years have been recorded performing a

sequence with the exercises above defined.

Data from 5 of these people have served to train the component, whereas

the recognition tests were carried out with the remaining 15 subjects whose data

had not been used for training.

6.2 Features Extraction

An analysis of the characteristics calculated for each exercise has been realized,

to check whether if they were among the expected values, and if they discriminate

between the different exercises. To do this, a code has been generated using the

button intended for this in the interface, and then the code has been processed

with Matlab.

As can be seen in the graphics, sometimes appear fluctuations in the calcu-

lated features, but this is due to the fault detection of the Kinect. This can cause

some problems in the recognition process.
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The Figure 6.1 shows the Contraction Index that has been calculated for the

different exercises. The Contraction Index measures the amount of contraction

and expansion of the body with respect to its centroid, and their values are

between 0 and 1.

As can be seen, the values of the Contraction Index are the expected: a

high value for the Exercise 1, with an average value of 0.2, in which the hands

are widely separated from the body. A median value for the Exercise 4, with an

average of 0.14, since this exercise also separates the arms from the body, but the

arms are close together. And a low value for the Exercises 2 and 3, with a value

of about 0.6 for each exercise, as they hold hands close to the chest.

Figure 6.1: Contraction Index for the different exercises

In the Figures 6.2 and 6.3 can be seen the data collected with respects to

the angles formed by the left and right arms respectively. As the graphics show,

the values of the angles are between expected, being approximately 180 ◦ for the

Exercises 1, 3 and 4, due to in these exercises the arms are stretched, and about

90 ◦ for the Exercise 2, because in this exercise the arms are flexed. Although it

should be noted that especially for Exercise 1, some patients show a lower angle,

a fact that has been taken into account in training and detection process.
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Figure 6.2: Angle of the Right Arm for the different exercises

Figure 6.3: Angle of the Left Arm for the different exercises
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As can be appreciated in Figure 6.2, for this subject there are several oscilla-

tions in the value of the calculated angle, due to the values detected by the kinect.

This could create confusion in the recognition process for this value. However,

in the Figure 6.3 can be seen that for the left hand, the patient provides a more

constant values, making it ideal for recognition.

The Figures 6.4 and 6.5 show the heights of the hands normalized to 1

relative to each exercise. The results are again as expected, since in Exercise 4,

in which the hands are above the head they find their maximum with an average

of 1. For Exercises 1 and 3 hands are at shoulder height, obtaining an average

value of 0.7. And finally, for Exercise 2 hands are on his hips, the hands take an

even lower value of around 0.4.

Figure 6.4: Height of the Right Hand for the different exercises
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Figure 6.5: Height of the Left Hand for the different exercises

Finally, data of the depth of both hands are shown in Figures 6.6 and 6.7.

It can be seen that for the Exercises 1, 2 and 4, in which the hands are kept in

the plane of the body, some very low values, close to 0, are obtained. However,

for the exercise 3 a somewhat higher value, between 60 and 70 cm, is obtained,

which is about the length of the arm, as expected, because in this exercise the

arms are stretched forward.
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Figure 6.6: Depth of the Right Hand for the different exercises

Figure 6.7: Depth of the Left Hand for the different exercises
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6.3 KNN Accuracy depending on K value

As has already been said, finding the value of K for the KNN algorithm is a

very important task. Hence, the first thing that has been done are tests to find

out what would be the value of K. As mentioned, there is no method for guess

what the optimal value of K, but it must be done by trial and error technique.

Therefore, the algorithm KNN has been executed with different values of K for

three different subjects and then the results has been analysed. We focused on

small values of K because the smaller this value, the less comparisons will have

to make the algorithm, and consequently the computational cost will be lower.

We can see the results in Table 6.1. In this Table can be seen that the

Nearest Neighbour algorithm, that is to say, when K=1, is not which has a better

accuracy in any of the cases. This is because when the algorithm only takes into

account at the nearest neighbour to make the decision, it is more likely to make

mistakes because the nearest neighbour may be of a different class.

The best results that have been obtained for the first 20 values of K are

marked in red. For the Subject 1, the best values have been obtained for K=5,

K=6 and K=7, for the Subject 2 the best values has been obtained for K=10,

K=11 and K=12, and for the Subject 3 the best values ha been obtained for

K=5, K=6, K=19 and K=20.
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K Subject 1 Subject 2 Subject 3

1 72.50% 94.17% 53.33%

2 75.00% 95.00% 53.33%

3 75.83% 95.83% 55.83%

4 75.00% 94.17% 55.83%

5 91.67% 95.83% 70.83%

6 91.67% 95.83% 70.83%

7 91.67% 95.00% 70.00%

8 90.00% 95.00% 70.00%

9 90.00% 95.00% 70.00%

10 90.00% 96.67% 70.00%

11 90.00% 96.67% 70.00%

12 90.00% 96.67% 70.00%

13 80.00% 94.17% 70.00%

14 80.00% 95.00% 70.00%

15 80.00% 95.83% 70.00%

16 80.00% 95.83% 70.00%

17 80.00% 95.83% 70.00%

18 80.00% 95.83% 70.00%

19 78.33% 95.83% 70.83%

20 78.33% 95.83% 70.83%

Table 6.1: KNN accuracy according to K values

As shown, the optimum values of K are different for each case. This is

because the optimum value of K depends on the data set. Despite all of this, a

unique value of K has been chosen for recognition to facilitate the task. The value

of K that has been selected is K=5, because it matches that for the Subjects 1

and 3 this value of K gives maximum accuracy, and for the Subject 2 it gives the

second highest value of the accuracy obtained for this subject. Moreover, being

an odd value, the problems of ties in voting are avoided.
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In Figure 6.8 can be seen a graph that shows how the precision of the

method varies depending on the value of K.

Figure 6.8: Accuracy of the KNN method according to K value

In this way, it can be seen graphically that the accuracy is lower for the

first values and then increases, agreeing that for the 3 subjects the precision has

a high value for K=5. As the value of K increases, the accuracy remains almost

constant for the Subjects 2 and 3, while for the Subject 1 it goes down.

6.4 Recognition Accuracy

Once the value of K has been set, the accuracy of the three decision methods that

have been developed has been tested. The tests were carried out with data from

subjects that have not been used for training. The Table 6.2 shows the results

obtained.
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Subject DT KNN SVM

1 100.00% 91.67% 80.00%

2 100.00% 95.83% 87.50%

3 100.00% 81.67% 62.50%

4 100.00% 72.50% 61.67%

5 99.17% 70.00% 39.17%

6 100.00% 77.50% 42.50%

7 100.00% 80.00% 75.83%

8 95.00% 68.33% 56.67%

9 100.00% 71.67% 45.00%

10 100.00% 95.00% 87.50%

11 100.00% 62.50% 38.33%

12 100.00% 68.33% 50.00%

13 100.00% 97.50% 65.83%

14 100.00% 76.67% 67.50%

15 100.00% 81.67% 65.83%

Mean 99.61% 79.38% 61.72%

Table 6.2: Accuracy obtained from the different decision methods

As can be seen, the decision method that gets the best results in recognizing

the exercises is the Decision Tree, with an average of probability of success of

99.61%. KNN method also generally give good results, although not as good

as with the DT algorithm. This may be because as explained, the value of K

influence the result, but at the same time the optimum value of K depends on

the dataset, so as the calculation is made with a single value of K, the best

possible results may not have achieved.

As for the SVM method we found some results in which the success rate is

very satisfactory and others where it is not as good as we would like, but in any

of the cases the accuracy obtained is higher than the accuracy obtained in the

other two methods.
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This low accuracy can be obtained because some exercises are very similar

to each other, differentiating between them only by two features. For example,

Exercise 1 and 3 are distinguished by the depth of the hands, and the Exercise 1

differ from the Exercise 4 only in the height of the hands.

Therefore the Decision Tree algorithm gets better results because it asks

questions about the variables to decide whether an exercise or another. On the

other hand the KNN and SVM algorithms represent the points spatially, then

the point that must be classified is painted to decide which exercise belongs,

KNN algorithm by comparing to the closest points, and the SVM algorithm

depending on the area where the point is. As these exercises are differentiated

by a few characteristics, it is possible that the points are together in the spatial

representation and this creates confusion when deciding.

The following tables show the accuracy that have been obtained for each

exercise and for each method. The Table 6.3 shows data related to the Exercise

1, the Table 6.4 shows the accuracy of the Exercise 2, the Table 6.5 shows data

refered to Exercise 3 and finally the Table 6.6 shows the data of the Exercise 4.

As shown in Table 6.3, the accuracy of the Exercise 1 is generally quite good

for all the three methods. Why failure both SVM and KNN to the subject 14 is

because that person has not put his arms in the plane of the body to perform

exercise, but they are slightly pitched forward, what makes the realization of this

exercise not to be ideal and the methods to be confused in the decision.
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Subject DT KNN SVM

1 100.00% 100.00% 100.00%

2 100.00% 86.67% 100.00%

3 100.00% 96.67% 100.00%

4 100.00% 40.00% 86.67%

5 96.67% 90.00% 90.00%

6 100.00% 100.00% 93.33%

7 100.00% 30.00% 93.33%

8 100.00% 73.33% 100.00%

9 100.00% 73.33% 80.00%

10 100.00% 83.37% 96.67%

11 100.00% 90.00% 100.00%

12 100.00% 76.67% 96.67%

13 100.00% 100.00% 90.00%

14 100.00% 16.67% 26.67%

15 100.00% 86.00% 100.00%

Table 6.3: Accuracy of the Exercise 1 in the different methods

Table 6.4 is about the accuracy obtained for the recognition of the Exercise

2. It is in genereal very good for Decision Tree and KNN methods, while for the

SVM method the results are not very accurate, except for two or three cases.
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Subject DT KNN SVM

1 100.00% 100.00% 53.33%

2 100.00% 100.00% 63.32%

3 100.00% 100.00% 0.00%

4 100.00% 100.00% 10.00%

5 100.00% 100.00% 3.33%

6 100.00% 100.00% 0.00%

7 100.00% 100.00% 30.00%

8 80.00% 80.00% 16.67%

9 100.00% 100.00% 10.00%

10 100.00% 100.00% 66.67%

11 100.00% 100.00% 36.66%

12 100.00% 100.00% 6.67%

13 100.00% 100.00% 0.00%

14 100.00% 100.00% 70.00%

15 100.00% 100.00% 43.33%

Table 6.4: Accuracy of the Exercise 2 in the different methods

Table 6.5 shows how Exercise 3 gets very good results for the Decision Tree

algorithm, while for KNN and SVM algorithms it depends on the subject, in some

cases obtaining a high accuracy, while in others the opposite.

This may be because there are many errors in the recording of Exercise 3,

because by putting hands in front positions of the elbow and shoulder is covered

with the hand positions. However, DT algorithm is able to get good precision

despite the recording failure.
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Subject DT KNN SVM

1 100.00% 100.00% 100.00%

2 100.00% 100.00% 96.67%

3 100.00% 30.00% 50.00%

4 100.00% 100.00% 100.00%

5 100.00% 90.00% 63.33%

6 100.00% 66.67% 76.67%

7 100.00% 90.00% 80.00%

8 100.00% 56.67% 33.33%

9 100.00% 70.00% 46.67%

10 100.00% 96.67% 86.67%

11 100.00% 56.67% 13.33%

12 100.00% 0.00% 0.00%

13 100.00% 900.00% 73.33%

14 100.00% 100.00% 80.00%

15 100.00% 50.00% 30.00%

Table 6.5: Accuracy of the Exercise 3 in the different methods

The accuracies obtained for the Exercise 4 are very good for the DT method,

and generally good for KNN and SVM methods, despite some cases, as can be

seen in Table 6.6. The subjects 5, 6 and 11 are not performing this exercise in a

proper way, due to they have not put their arms vertically with the body, thats

why the accuracy is so low.
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Subject DT KNN SVM

1 100.00% 66.67% 66.67%

2 100.00% 96.67% 90.00%

3 100.00% 66.67% 66.67%

4 100.00% 100.00% 100.00%

5 100.00% 0.00% 0.00%

6 100.00% 43.33% 0.00%

7 100.00% 100.00% 100.00%

8 100.00% 63.33% 70.00%

9 100.00% 43.33% 43.33%

10 100.00% 100.00% 100.00%

11 100.00% 3.33% 3.33%

12 100.00% 96.67% 96.67%

13 100.00% 100.00% 100.67%

14 100.00% 90.00% 93.00%

15 100.00% 90.00% 90.00%

Table 6.6: Accuracy of the Exercise 4 in the different methods

6.5 Real Experience

A highlighted experience within the project has been recording two therapies

conducted by an occupational therapist with two patients of the Residence and

Day Centre “Santa Ana” from Malpartida de Cáceres [56]. This is a center with

31 places for inpatients, and other 45 places for users of the Day Centre.

Two patients who have the right profile for the therapy were selected. The

therapist carried out the session with them and it was recorded with the Kinect

sensor, as can be seen in Figure 6.9.
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Figure 6.9: Real therapy session with a patient

It has been proven the enthusiasm of patients to get out of the routine and

perform the session with devices that were completely unfamiliar to them, so

we assume that when the session is performed with a robot which is an object

they can recognize and identify and which they are able to interact with, their

motivation will further increase.

Furthermore, when analysing the videos it has been seen that conducting a

therapy session with an elderly patient is a complex process, wherein the number

of errors made by the patient is quite high. Therefore, the robot must be very

interactive and greatly assist the patient in performing therapy, showing them

the exercises to realize very clearly, correcting them and giving them guidelines

on how improve them and giving them clues about which is the next exercise to

realize.
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Chapter 7

Conclusions and Future Work

This chapter explains the conclusions drawn from the analysis of the experimental

results, and possible future work that would allow the project to continue.

7.1 Conclusions

From the Hypothesis 1 that a therapy that combines the physical development

of the patient and the development of memory will be more enriching it has been

developed a component able to recognize the exercises from the therapy, as well as

play Simon Says game by performing these exercises (Objective 1). The game of

Simon Says will allow to work patient’s physical condition by performing exercises

and his memory by memorizing the sequence of exercises to do.

For the recognition of the exercises different features has been extracted.

Then, these features have been introduced in three different decision algorithms

(Decision Tree, K Nearest Neighbours and Supported Vector Machine) to decide

which exercise belonged those characteristics.

Of the three algorithms used, the most suitable for our data set is the DT

since it is the one which the best accuracy results have been obtained. The KNN

and SVM algorithms provide greater error because they dependent on the spatial

representation of the points, and how they differ in few features they may be

found close together in the space, generating confusion.

If you are going to work with different data sets (as in our case, that there

is a different data set for each subject) KNN algorithm is not most appropriate
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because its results depends on the value of K, and this depends on the data set.

It has also been created and shared a database with the 3D positions of

the recorded videos of the various subjects performing different exercises and the

features extracted for each exercise (Objective 1.4). This data base has been used

both in the training and the recognition process, and it can be downloaded from

the service of the Universidad de Extremadura using the link http://descarga.

unex.es//ref.php?ref=emogenac.2f0221c57c7eb0dfcacf4530eae95ddf, so that

any developer can use it with their systems.

The rest of the sub-objectives set at the beginning have also been reached

throughout the project. To perform the component has had to implement a

system which recognizes the exercises performed by the patient (Objective 1.1)

and to develop an environment that enables to interact with the patient asking

him to perform exercises (Objective 1.2), but for now it is not capable of correcting

an exercise if it is not realized correctly. A graphical interface that allows working

with the component has also been created (Objective 1.3). In addition, for all

this, it was necessary to learn about the software RoboComp (Objective 1.5) and

research on the benefits that a therapy has in the elderly (Objective 1.6). And as

the therapyComp component has been created in C ++, the programming skills

in this language has been enhanced (Objective 1.7).

7.2 Future Work

This system, like everyone else, can be improved and further developed over time,

therefore the various future work that can be derived from this project are going

to be mentioned.

The first change to implement would be the component recognize the ex-

ercises in real time, thus the Simon Says game could be played in a closer way

than it would be played in the therapy with the therapist. This can be done by

modifying the way the component read the data, so that instead of reading the

data from the file, it would read the data directly from the Kinect.

Another possible improvement would be to extend the set of exercises to be

performed, thus increasing the quality of therapy.
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Another needed enhancement is that the component is able to distinguish

when performing an exercise that has not been implemented and therefore also to

recognize failures in performing an exercise. If the component would work in real

time, it would be interesting that the component gives to the patient guidelines

on how to improve the exercise, so that he can do it correctly.

To avoid some mistakes, it would be interesting to select other features

that describe the exercises, in order to discriminate enough to eliminate possible

confusion.

More people could also be recorded with the aim of expanding the database

with the different exercises.

And of course, a great contribution to the system would be to remove the

interface, internalizing the component on the robot. In this way, the communi-

cation with the patient would not take place through the interface, but the robot

using a voice command would give the necessary information about the exercise

to perform to the patient.

7.3 Personal Evaluation

This project has given me an incomparable experience, both personally and pro-

fessionally, becoming a motivating challenge for me.

The concept of social robot draws much attention, however the group of

older people are a bit forgotten by society so focusing this project on elderly

people has helped me to reflect on their needs besides giving me the comforting

feeling of helping others with your work.

In addition, this project has helped me to improve my skills as an engineer,

for example in the field of C++ programming and interfaces development, but

mostly it has improved my capability to deal with small problems that arose

and my ability to divide a large problem into several small problems to make its

resolution easier.

For all this, I can say that the development of this project led to a pleasant

and motivating experience.
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Appendix A

RoboComp Installation Manual

RoboComp is a framework of open source robotics. It provides a set of robotics

components and the necessary tools to work with them or create a new one if it is

desired. You can access the Robocomp page through the link www.robocomp.org.

To install de RoboComp software, it is necessary to open a terminal com-

mand, and to write the “git clone” command as can be seen in Figure A.1. It is

important to do that in the folder where you want to install RoboComp (in my

case, in my home directory).

Figure A.1: Cloning Robocomp

With this the RocoComp folder is cloned in your computer, in the specified

folder. But only the main folder has been cloned, without none components inside

it. It can be proved that the “components” folder is empty.
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Figure A.2: Proving components folder is empty

Now the rest of libraries with which RoboComp will work have to be in-

stalled. For that, the command “git-anex” is used, as is shown in Figure A.3

Figure A.3: Installation “git-anex” command

When the installation is finished, we execute that command, as can be see

in Figure A.4.

Figure A.4: Installing RoboComp libraries

It will take a while until all files have been downloaded and installed.

Meanwhile, in another console tab, we will open the bashrc file using the

commands shown in Figure A.5. This file is hidden in our home folder, so it is

necessary to run the command from that folder.
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Figure A.5: Opening the bashrc file

What we have done is to open the bashrc file using an editor to configure

it. It also can be opened writing “sudo nano .bashrc” or “gedit .bashrc” in the

console.

Once opened, we need to add a text line that says RoboComp is in the

direction in which we have installed (in my case in my home folder), as can be

seen in Figure A.6.

Figure A.6: Editing the bashrc file

Now we can try to compile RoboComp, as seen in Figure A.7. If any of the

commands have not been installed, it has to be installed first.

Figure A.7: Compiling robocomp
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By building it may be a few errors because some packages needed to be

installed,

Al compilarlo, puede que nos salgan errores porque falta por instalar algunos

paquetes, in which case you must install them. For example, in my case the “lib-

qt” package has to be installed, as Figure A.8 shows.

Figure A.8: “lib-qt” installation

It had to also to be installed the package “g++”, as can be seen in Figure

A.9.

Figure A.9: “g++” installation

And one important thing we need to install is “ipp”. For this we can directly

download it from the intel website, or we can get into “robocloud” and download

it. In our case we have chosen the second option, and we have downloaded the

folder “opt”, that we have copied directly, as is shown in Figure A.10

Figure A.10: “ipp” installation

As we have copied the folder directly, we need to add a new line to the

“bashrc” file, so it knows that the files relating to “ipp” are stored in the folder

“opt”. We can see the new line added in Figure A.11.

Figure A.11: New line to link “ipp” with “opt” folder in “bashrc”
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In that way we are seeing the errors as we compile, as can be seen in Figure

A.12. In this figure we can see that RoboComp has problems finding the package

“gsl”.

Figure A.12: Errors after compiling

Therefore we also install this package looking for the “gsl” packages in the

cache memory, as is shown in Figure A.13.
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Figure A.13: Looking for “gsl” package

And we install the “lib-gsl0-dev” package, as we can see in Figure A.14.

Figure A.14: “gsl” installation

As it also fails to find the “osg” package, as Figure A.15 shows, we install

it, as we can see in Figure A.16.
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Figure A.15: Errors with “osg” package

Figure A.16: “osg” installation

Thus we will install all packages that give us error after compiling, until we

find no error in the compilation. If we find no more error when compiling, we can

install everything from the main RoboComp folder, as is shown in Figure A.17.
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Figure A.17: Instalación del proyecto

There is a special case in the installation: in the case that one of the errors

given by compiling is with “innermodel”, as we can see in Figure A.18, we must

do the following. If we do not get any error with “innermodel”, we can install it

directly and we can skip these steps.

Figure A.18: Problems with innermodel
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We return to the main RoboComp folder, and run the “cmake-gui .” com-

mand, which compiles the configuration graphical interface. Gui is a graphical

interface for cmake that allow us to work more comfortably when selecting the

type of configuration according to the compiler or IDE that we use.

Figure A.19: “cmake-gui” installation

After that we compile and install RoboComp, as shown in Figure A.20.

Figure A.20: RoboComp installation

If there are still some errors we go to the folder tools/rcinnerModelSimula-

tor/ and compile the simulator, as we can see in Figure A.21.

Figure A.21: Simulator compilation
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If it gives us compile errors, we install the necessary packages. In my case

it has been necessary to install multiple, as Figure A.22 shows. Once we have

installed all the packages, we compile and see that does not give more errors.

Figure A.22: Installation missing packages for the simulator compiling

Once we have successfully compiled the simulator, we return to the tools

folder in the main RoboComp folder and we try again the installation that should

not cause problems, as is shown in Figure A.23.

Figure A.23: Tools folder installation

And once installed, due to a name change in the new version, now called

“robocomp-1.0”, we must make to the old name, that is to say, to “robocomp”, a

link that points to the new name so there are no problems. This can be seen in

Figure A.24.
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Figure A.24: Creating a link between the two RoboComp directions

In this way, we will not have problems with name changes from the old

version to the new one.

We also have to make another link so there are no problems accessing the

RoboComp folder, the way we see in Figure A.25.

Figure A.25: Creating link to the RoboComp folder

Having done all this RoboComp would be installed.

As the new version of robocomp not include the components, we then need

to install the components we want to work with. In my case I will install the

folder “robocomp-robolab”, where there are a number of basic components with

which the laboratory works. We can see how this is done in Figure A.26.

Figure A.26: Installation of RoboComp components

With this folder we make the process of compilation and installation of the

required packages until no error is get.

This way we can install the components we need, and thus completing our

RoboComp to work with it.
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Appendix B

RoboComp Component Creation

Manual

To create a new RoboComp component it is needed the DSLEditor software.

Download it and install it in the path /robocomp/Tools. Open it and add or

create a project. In this case, the project is robocomp.

Add a new folder in robocomp/Experimental named like the component

and ended in Comp, for example “therapyComp”. Inside this folder. Within this

folder the dsl files are going to be keeped.

Figure B.1: .cdsl file in DSLEditor.
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Now, it is time to create the .cdsl file. Open the DSLEditor and, in the

robocomp menu choose new and cdslfile, name it like the component without

the ’Comp’ termination. You have to see something like FigureB.1.

You have to add the first line to include the interface of the components

which you are going to communicate with, in this case is the “InnerModelMan-

ager” and the “IMU” interfaces. You have to include the classes and libraries you

are going with you are going to work. If you need to add more classes or libraries

in the future you can include them in your C++ editor. Finally, if your compo-

nent is going to show a graphic interface, include the penultimate line. Then you

will create that graphic interface with the Qt4Designer software. Create also a

.pdsl and a .ddsl.

Inside the /Interface folder create the .idsl file the same way as the .cdsl

file. This file is related to the interface to communicate with other components.

Finally, in the robocomp menu, chooseGenerateCode and CompileComponent

and your component would be already created. Remember that before the first

time you open your component is necesary to execute cmake. and make.

Check if the .cdsl file is contained in the component folder, and inside the

src folder, look for the gui file, wich corresponds to the interface, and for the

specificworker.cpp and the specificworker.h.
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Appendix C

Graphic Interface Creation Manual

To explain how to create a graphic interface for a component the therapyComp

interface is going to be used as an example. See Figure C.1 to have a global view

of the component.

Figure C.1: therapyComp interface

Let’s look at this piece by piece.

At first, when open the programm, choosing new and create widget, you

should see something like Figure C.2.
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Figure C.2: Qt4Editor main display

To include any item, firstly you have to drag a grid layout from the left

menu where every object is classified on categories and put the items inside.

Looking at the GestureDetectComp interface we see severel diffetent items such

as bottoms, QLCDNumbers (displays), a combobox (selector), a Qframe (to

show the RGB image) and QLabels (text). QLabels do not need to be put inside

a grid layout.

To configure each object click on it and go to the right side of the display.

You will found a window like Figure C.3, where you can set up the name and the

characteristics of the item, for example, the size. To edit the description of an

object, in other words, what is written inside a bottom or a label, make double

clikc on it.
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Figure C.3: Qt4Editor: item set up

Finally, you only have to connect each item with the current parameters on

your code. Figure C.4 shows examples for the bottoms and the displays.

Figure C.4: How to connect interface items in your code
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